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EXECUTIVE SUMMARY

PROBLEM

“*Examin&three-dimensional matched filtering and show-how it can be applied to
accomplish target detection over sequences of observed scenes, which is an important
extension of classical two-dimensional image processing()Provide examples to demonstraie
and validate these results. ., - pre VIR .

-

RESULTS

*Three-dimensional filtering techniques can be easily modified to act as a space-shift.
time-delay-and-integrate matched-filtering technique. Computer simulations verified the
validity of this modification. The results demonstrate signal-to-noise ratio gains
asymptotically growing by the filter integration time over those normally obtained by
two-dimensional matched filtering of the individual frames in a sequence. The specific form
of the output is ideally suited for moving-target indicator (MTI) applications. or can be
used in conjunction with some other target-speed and detection-localizing algorithm.
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1.0 INTRODUCTION

A pressing problem in remote sensing is the detection of weak targets in highly
spatially structured optical imagery. Such imagery can be'generated by a scanning point
detector or linear photodiode array, or by a staring mosaic photodiode array. Reviews of
current image-processing trends have illustrated their utility for enhancing the inherent
information content found in remotely sensed muitispectral imagery [I —6]. Most of these
techniques are generally suitable for feature extraction and or pattern-recognition
applications, and as a consequence are not always helpful in the detection of small. weak
targets. Other signal-processing techniques are used to provide target detection and
localization [7].

When the target is moving with respect to the background. several signal-detection
methods can be applied to the image pixel data to reduce the inherent background clutter
in the imagery and enhance target detectability [7—I2]. For example. the accepted approach
for localizing targets in staring mosaic data sequences is to frequently bandpass the imagery
by using either an analog or digital filter: e.g.. frame-to-frame subtraction or a third-order
transversal filter [7—9]. These techniques are known to produce excellent results provided
the target is relatively strong. Otherwise. they must be used in concert with other signal-
enhancing methods [7, 10-12].

Mohanty has shown that potential track trajectories of a weak point target can be
assembled through exhaustive search of all possible trajectories in a given frame sequence
|_I0]. Unfortunately. for a staring mosaic array of reasonable size. the number of possible
trajectories to be searched can be large: hence it is an unattractive approach to target
detection. Barniv used dynamic programming to reduce this approach to a more reasonable
level through specific knowledge of potential speed windows and target shape [l I].

A more robust track localization technique has been developed by Reed. Gagliardi.
and Shao for detecting weak. moving targets in background clutter by using three-
dimensional (3-D) matched filtering [12]. This method performs moving-target-signature
matched filtering in the Fourier domain. with proper signal phasing automatically applied
in order to “coherently™ sum the target energy and reduce background noise. The result is a
set of matched-filter peaks indicating detected pieces of track. Its strengths lie in its ability
to operate on several potential target tracks simultaneously (independent of their respective
space time origins) and to bring out partial as well as full tracks with enhanced signal-to-
noise ratios often substantially in excess of what normally would be obtained trom spatially
filtering each individual frame separately. Its weakness is that this method requires know-
ledge of the moving target’s temporal signature, an aspect not always known a priori. This
apparent drawback can be compensated tor, but at the cost of increasing the number of
filter banks significantly to accommodate all possible temporal signature variations of each
prospective target of interest.

To eliminate this last cost impact. the same filtering approach can be reconfigured
as an ensemble moving-picture processor. Its specific torm is of a space-shit and time-
delay-and-integrate matched filter. and it retains much of the processing strength deseribed
above. However. its real impact is to reduce the number of filter banks to the level
necessary for basic target velocity discrimination. and this can be reduced further by target
parameter estimation by means of data fusion.*

*Kendall. W. B.. Space Computer Corporation. private communication.
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The intent of this report is to further examine three-dimensional matched filtering
and to show how it can be applied to accomplish target detection over sequences of
observed scenes, which is an important extension of classical two-dimensional image
processing. Examples are given to demonstrate and validate these results.

2.0 ENSEMBLE MOVING-PICTURE PROCESSING
Reed. et al. .12, have shown that the optimum three-dimensional matched filter for

a moving target is obtained by maximizing the received signal-to-noise ratio through linear
filtering. Its specific form is

A*(w +K * ») Sg(k)

H{k:w) = , hH
(ke bok:w) G(K)
where
“+o0
A(w) = // at) exp T-iwtrdt ' (2)
Zoo
+c0
SO“E)z / Solr)exp ik j—dzr (3) .
- 00
too .
Ppokiw) = fj/ po(r:tyexp {-ik * r - icotd T dt (4
_oo-
and
+00 _
Gek) = [/ Ih(Nr)I:r.‘Xp -'-il~<-~r‘-d3r (5)
- o0

where the authors have assumed a moving target of spatial profile sg(r) and temporal
intensity function a(t) traversing a certain portion of terrain with velocity v. This terrain

15 assumed to possess colored Gaussian intensity statistics with autocorrelation gg(r:t). The
entire scenario is imaged in an optical system with point-spread function th(r)< onto a
large high-density. high-speed photodiode array. The appendix contains a detatled
derivation of the optimum filter H(k:w). The resulting data sequence is assumed after
sampling to be quasi-stationary in intensity, space. and time. and forms a continuous
“moving picture.” which will be image processed to vield the existence of the moving target.
On the assumption that the signal is additive to the noise. the two possible output
sequences are

i
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no (I (6u)
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with the particular choice depending on whether the target is absent or present.
respectively. Here ng(r:t) aud s(r:t) are the received background and target intensity
distributions. respectively (see appendix A).

In general. the exact form of the target temporal intensity function a(t) is not
known beforehand. This implies that the size of the matched-filter bank will be quite large,
since it must encompass all possible targets, shapes, velocity windows. track orientations.
and. now, intensity functions. Such additional complexity would generally make this
approach undesirable. However, if the above three-dimensional matched-f{ilter approach is
restructured as a space-shift and time-delay-and-integrate matched filter. significant target
signal-to-noise ratio gains are still achievable, and with reduced processing complexity. In
this technique, a(t) is replaced as the temporal intensity variation by a processing window
function for simultaneously interacting the various frame groups within the sequence. The
simplest form for a(t) is a rectangular time function of width, T| seconds. centered about
t = 0. Mathematically. this is expressed as

1 It|<T|/2
a(t) =rect [t] =
0 : otherwise

As will be shown. the input sequence must be greater than or equal to T so that this
technique will yield optimal results. The potential signal-to-noise ratio in this case is
derived below. For simplicity and without loss in generality, let E[n()(r:t)] = 0. Also. et the
noise spectrum be white Gaussian and the point-spread function of the optical system
()12 equal ().

For an image sequence of long duration, the input signal intensity has a Fourier
transform of the form

. -ik-r
S(k:w)=Tgsinc [(w+k * ») Ty/2n] SO(E)E 220 )

where

Tg= frame sequence length (2'1'1 )= MT'O

Tb = time between frames, and

sinc [o] = sinc (7.0)
ne (8)
Figure | illustrates a target moving across a fixed scene in M = T Tq frames ot a
sufficiently large sequence of images. Using equation | with a rectangular-window signal
function. the optimum three-dimensional filter becomes
' Sg* (k)
H(kiw)=Tysinc (w+k=- v)T|/2m] N~ (9)
0

for a white-Gaussian background-clutter target-detection scenario. This implies that the
output image has a mean level at the target position equal to

BOOOOOOA N O K] ",
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FINITE DATA SEQUENCE:

i! 4 ‘1 ” ﬂ P 4
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,‘ Figure 1. Example image set containing a moving target transvering a fixed scene during a finite portion
: of a countably infinite data sequence.
»§]
A
N

+o00
.. R

4y Ey(rit):= l j/[ H(k:w) S(Kiw)exp (K * r+iwt; d-kdw
::‘ 2nyY 25
b
B
. = /// 3 sing [(w+l~('g)T0/27rl (10)
. 2y
.
.
- -
o X sinc [(w+k = v) T /2r] exp {k * (1r - rg) +iwt} dvkdw

: VRS AEOMEUL (LA T lel e
+ = / d-r / rect| = | rect dt (1) .
— 00 - 00

s

B +w L 3
-; . So(r-r+r0+ut)56(r) .
" =B [ S (12)
» oo -0
D
4
- where
: 0 : It > Tp/2+ T2
4
- ¥ ] . - i _ Bl - Il I
) [+T0/2+T]/_ N To/._ Tl/..<[< T0_+Tl - . :
w Bet)y = . 1)
Y T : U< ITy 2-T)'2
" T l+Ty/2-t To/i2- Ty 2<t<Tp/2+T),2
9
W
o
" From equation 3.1t is apparent that the matched-filter peak(s) occur within the central
b portion of the second image sequence of time length Ty, Normally. this peak(s) would be
expected to appear towards the end of the data sequence. However, the contral processing
; peak approach was chosen out of a desire tor symmetry in the processed output and will be
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i retained for the remainder of this report. Both output approaches are correct. but those
’S’v‘. readers desiring the classical result need only multiply equation 9 by the appropriate phase
e term to shift the filter peak to the sequence end.

.

O The image variance is given by

o VAR [y(r:n)] =
e""'. ( 7f)

j// H(k 1)1 d kdw (14)

“+o0

!So(k)l 5 5 ey .
// k(TP [ sine? — | do (15)

’ (2m )" “oo -~

T sgui °°- *‘“'(ﬂ)
// —— ¢ Em / S S
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b e 0 0 (w')"
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d-w (16)
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Thus the resulting signal-to-noise ratio can be written as

'I

Py

fulrt)s e .
SNR = (E<y(r:t)}) (8
VAR [y(~r:t)]

ﬁx{S(r'—r+r + vty SH(r")
J B°w| [/ O~ ~7-0" - 20" ;2

- 00

= e (19)
- 1Sy
) o'~ S,
g T /) N d3r

."‘"
-
ol s
[}

+oo e
ISO(’I’)I~ N,
—)Tl f/ NO d=r (20

S at its peak location. It is apparent from equation 20 that three-dimensional matched
filtering yields a peak signal-to-noise ratio increase over two-dimensional matched filtering
by a factor of T, the temporal width of the rectangular time filter. Clearly. this gain can be
significant for most reasonable integration times. However, it should be emphasized that
these results hold only for constant target intensity. Adjustments in the required SNR
margin should be made for intensity variations such as scintillation and fading of the
target. which might occur during the filter integration time. In the following section. a
sequence of computer-generated images with a modeled airplane moving across the frames
is used to verify these results.
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0':‘
‘E:: 3.0 ENSEMBLE MOVING-PICTURE PROCESSING OF SIMULATED DATA
m
;‘:'c:! To test the above theoretical formulation, three groups of 30 sample sets were
B created. Each sample set consisted of 19 white Gaussian images, with a modeled airplane
) propagating across each of them. The random numbers used in cach group of each set were
,;\: independently obtained from a mathematical procedure suggested by Dillard [I 3. Each
\'t: group contained zero mean image sequences with an average noise clutter of 10.0. The
three groups are distinguished by having target signatures with single-pixel signal-to-noise
! ratios of 6 dB. 0 dB. and -6 dB. respectively. Here we define the single-pixel signal-to-noise
* ratio to be
P
o [Sg- BIZ
. SNR; = —— 2h
Y o~
\j«" with  Sp=intensity value of the target within one pixel
f: B = mean background intensity level
P - . 5 ) -
o = 0.0 for this simulation,
P
el and 0 = Standard deviation of the background clutter
: f [= 10.0 for this simulalion] §
.J."
T3 Figure 2 illustrates an example frame of data and the spatial profile of the simulation
target. In this figure, the spatial dimensions of the image are 23X 23 pixels and the signal-
. to-noise ratio at one target pixel is 23.5 dB. Figure 3 shows the same frame as in figure 2,
; 2.( except that the target signal-to-noise ratio 1s ) dB. The speed of the target was set at a
')-S uniform | pixel per frame. Specific matched filters were generated by using equation | for
K each image sequence for the following integration time windows: T=1.3.4.9. 11 15.
‘ and 19. Each image and each sequence were zero-filled to vield 45X 45X 45 arrays to
.’."3, minimize image wraparound when processed by using the discrete. finite-interval Fourier
i‘,t. transform. Figures 4. 5. and 6 plot the expected signal-to-noise ratio given in equation 19
t"‘ for the matched-filter peak as a function of frame number for initial single-target-pixel
: , signal-to-noise ratios (SNR) equal to 6 dB. 0 dB. and -6 dB. respectively. For these
i calculations. the peak signai-to-noise ratio can be written as
-7 SNR;, = 10 log| g T| + 10 log| (15) + SNR; (dB) (22u)
< | . .
“p =10log g tTp +11.760 dB + SNR,; (22
b
: in decibels. The first term represents the processing gain from temporal matched filtering,
o~ the second represents the gain from spatial matched filtering (equal to the number of
e independent samples composing the target). and the third term is the inherent signal-to-
b *, noise ratio of the target in this background clutter. These last two terms comprise the
) expected peak signal-to-noise ratio obtainable from two-dimensional matched filtering.
" Using equation 22b. the linear increase of signal-to-noise ratio with observation time can
‘ clearly be seen in these three figures.
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Figure 2. Spatial profile of simulation target.
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r Figures 7 and 8 were typical filtered images obtained by three matched filters
" processing the image sequences from which figure 6 was taken. using an observation
::‘r window of 15 frames. These last two figures were created by squaring the real and
h imaginary parts of each filtered image pixel and storing their individual sum as the

resulting filtered pixel for each processed image. The signal-to-noise ratio of each image

148 was calculated by sampling the highest filtered target pixel (the peak created by the
b matched filtering). calculating the first-order moment of the individual frame (minus the
"y target area contribution), and using the equation
2 2
) SNRy = EISZENT (23)
by E{N-} :
N
W . | o . .
o The pixel location of the peak intensity was in row 14 and in a column position equal to
the frame number plus two. The signal-to-noise ratios for figure 7 were around 23.5 dB.
X Specific details of the processed results are as follows.
o Figure 8 shows resulting signal-to-noise ratios for the filtered 6-dB image set as a
t:: function of the observation window. These signal-to-noise ratios were obtained by aver-
::t aging 30 samples of measured signal levels and mean noise levels withina 1 X 10X 1 X 23
= window of each image and using equation 23. It is apparent from this figure that the signal-
“ to-noise ratios for each image increases with integration time, with the greatest gains within
d Y the center images. From our discussion in the previous section, this is not too surprising.
‘.’:“ However, a comparison of figure 8 with figure 4 shows that the measured signal-to-noise
_ ratios have a more graceful falloff from their peak values than theory predicts. The reason
Ky for this is shown in figure 9. Recall that figure | illustrates the assumed processing
geometry for the theoretical development given above. We have an infinite {or very large)
“: number of frames in which a certain number of frames will have a target propagating
A across the sequence. This allows maximum buildup of signal energy and a constant noise
':f vanance to occur. Figure 9 shows the real situation. We are really dealing with a finite
'!:' number of frames: 19 in this simulation This imphies that the noise variance will be subject
to the same energy buildup as the signal energy does. and will be given by
iy
3
: . o Syt - R
> \,-\Rl)lf.lb]=Bl[D // —_— d-r 24
N
- 50
0 This 15 because the ensemble moving-picture processing is a shiding-interval techmigque and
"j will include sero-tilled images inats processing chain tor large integration times  The result
) v a hiltered signal-to-nowse rato equal to
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:?‘,:; rather than equation 9. Figure 10 shows a comparison of equation 25 with the measured
", . . . . . .

-: signal-to-noise ratio shown in figure 8. It is apparent that these results agree well with the

revised theory. However. it is also clear that there is a slight oscillation. on the order of a

S dB or less. of the measured signal-to-noise ratio for the smaller filter integration times.

P Figures 11 and 12 compare equations 12 and 24 with the measured signal and noise

wat variance levels. respectively. It is clear from figure 11 that the measured signal level follows
:\. the theory almost perfectly. while figure 12 shows an oscillatory nature in the measured

"y noise variance as compared to theory. This may be a result of our using an infinite-interval
- processing filter with finite-domain Fourier-transformed imagery. whose effects average out
"i: for large filter integration times. However. this oscnllalor\ effect 1s small and does not

' ' negate the power of the technique.

::'5" Figure 13 illustrates the measured signal-to-noise ratio from the 0-dB initial SNR

simulation with equation 25. As noted earlier. the image sequences used were drawn from a
completely different randow.-number sequence than was used to create the 6-dB set. It is

.:: clear that these results also agree well with the revised theory. with the same oscillatory
behavior at the lower integration times. Figures 14 and |5 compare equations 12 and 24
with the measured signal and noise vanance levels, respectively, and show that the

W oscillations are in the measured noise variance. as noted before. Figures 16, 17, and 1%
repeat the same comparisons as 13, 14, and 15. respectively. except tor an imitial signal-to-
noise ratio of -6 dB. These results are consistent with the other two independent

oy . . . .

,‘:“a stmulations and lustrate that three-dimensional matched filtering can bring a target’s

ol presence out of the noise in a predictable fashion. This can be quite important tor weak
* . .

",. target detection in strong background noise or when target tading occurs,

A

Figures 10,13, and 16 indicate that three-dimensional matched hiltering creates o
matched-tilter peak within one trame such that a target no-target decision can be made by

Y
N means of intensity threshoiding there. This suggests that this approach may have ment in a
- moving-target indicator (MT1) scheme.
N
'“
L
4.0 ENSEMBLE MOVING-PICTURE PROCESSING AN
PO A MOVING-TARGET INDICATOR
o
N, B
1 : The sensitivity of ensemble moving-picture processing to velocity mismatceh can be
W assessed as toilows From our development in section 200t can be seen that a velocimy
R mismatch will onlv attect the hiltered signal level. but not the processed noise fevel This
) imphes that one needs only to recaleulate the mean signal Tevel vir o The imput seauenee 1o
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be processed agdain s given by cquation T
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In the above cquations v s the actual target veloaity vyoas the veloaity setting ol the it
and S os the Fourner transtorm of the target s spatial profile in s proper angular
onientation  The mean vignal level atter processing s theretore
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St fer o os o G Le SN
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tor v = v Fquation 2X shows that the resulting signatl level tor a veloany mismatch
reduces the inherent spatial matched-hilter gain by g tme-dependent spatial shitt
proportional to the velodity difterence. vy = v The sensitaty of this mismatch o both
tunction of target shape as well as veloaty dittarence For small targets this techmigue
would serve as an M T processor

To test this hyvpothesis the 6-dB image set was processed with g set o matched
tifters tuned to difterent target speeds The propagation direcion was assumed 1o be
correct Amy directional mismatches would reduce the tdter signal devel turther so one
might consider this g hest-velocity-mismatch scenano  The possible target specds were
vanied trom 0 0 to Y0 piveds per trame op 11 The 6-dB target traversing the input trame st
was mosving at g constant veloaity of 1 pisel per trame Figure 19 shows the measured
signal-to-noise ratio at the SNR peak locations used to create tigure 10 as a Tunction ol
airplane speed  The hiter observation time v 19 1t s apparent that ensemble processing
with incorrectly tuned matched filters vields lower signal-to-noise ratios than those
resulting from the use ot the correct filter. as expected Interestingly there s a notable
asvvymmetry between the processed SNRy depending on whether the Bilter sctocits s aho

or below the actudl target seloaty Speaiticallv the resutting vignal-to-nose tatios degrade
shightly more sfowly tor those tilters whose speeds are in excess of the actual speed of | p ot
' This 1s more clearly seen in figure 20, which depicts the SNR tor the peak trame location,
frame 0. From equation 2K, we see that a target tilter mismatch will result in spatial
matched-tilter convolution at 4 nonoptimum oftset and at g peak-time-convaolution
location In essence. it appears that the resulting biltered target signature s essenteall
optical blurring of the expected "matched ™ tlter peak in the target movement locativeg
That is, the tilter can coherently stack target energyv. but in an ambiguous way  This creates
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quite desirable from a data-processing point of view and will be tnvestigated further. If
true. this means that 3-D filtering tor moving-target detection could be viewed as a coarse
MTI approach and could hand off potential target information to other svstems designed
for finer target localizauion. Otherwise. a derivative matched filter must be used to enhance
shape discrimination. assuming that the imagery is adequately sampled ”l4] .

5.0 CONCLUSIONS

In this report, we have shown that the three-dimensional filtering techniques
developed by Reed. et al. ZI 2; . can be easily modified to act as a space-shift. ime-delay-
and-integrate matched-filtering techmque. Computer simulations verified the vahdity of
this modification. The results demonstrate signal-to-noise ratio gains asymptotically
growing by the filter integration time over those normally obtained by two-dimensional
matched filtering of the individual trames in a sequence. The specific form of the output iy
ideally suited for MTI applications, or can be used in conjunction with some other target-
speed and detection-localizing algorithm.
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: APPENDIX: DERIVATION OF OPTIMUM 3-D MATCHED FILTER

X FOR COLORED GAUSSIAN NOISE
N
X Consider the remote sensing geometry illustrated in figure A-1. An optical imaging
system is located a distance R above a natural terrain with temporal-spatial intensity

W distribution ng(r:t). The resultant imagery generated by this sy .cm is sampled by a high-

X density. high-speed photodiode array and stored in the form of quasicontinuous (both in

3 space and time) image sequences. For incoherent background illumination. the stored
v intensity distribution ng(r:t) can be shown to be given by
€5
1] +o0o
’R. ' ) ' R '

no(rit) =« // [h(r - )= np(r:od-r (A-1)

N Zoo
‘t‘)

ay where K is a real constant [l 5] . In this equation, h(r) is the impulse response function of the
- optical imaging system under coherent light illumination. The magnitude squared of this
. function is called the point-spread function (abbreviated PSF), and is linked to the optical-
& . . . .

- transfer function (OTF) of the imaging system through the relation
Kb

v +00

" f/ |h(~r)l2 exp {—i]s ‘I dzr

- 00

s H(k)= oo . (A-2)
i < [[ m?a?r
/ - OO

N

K If a target of interest moves through the imaged scene, its intensity distribution is

) also mapped onto the photodiode array. In particular, the target or signal intensity has the

form

i,
¥ +o0

W s(rit) =g //Ih(f—{)l-str:t)d-r

W o
_: where s’ and s are the intensity distributions of the moving target before and after
b sampling. respectively. For this discussion. let us assume that ng and s are transferred into
‘|. storage without any additional noise contamination. This implies that the two possible

- output image sequences are

! y(rit)=nn(r:t) (A-3a)
J]

L]

U and
: Yri)=nglri) +s(r:t) (A-3b)
S A-1
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with the parucular torm of vir:t) depending on whether the target is absent or present, |
- N . N .

i respectivels It s apparent from equation A3-b that the assumed target of interest is

relation approximately holds. is small compared to the pixel area. or is contained in frame-
to-trame ditference data. Although these assumptions may not include all possible remote-
B sensing seenarios, the application of maximum-likelihood detection techmiques to three-
dimensional image processing mav still prove useful tn target-localization situations not
W covered by equation A-3b.
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Given the above. Reed. et al. [12]. developed the optimum three-dimensional match
filter for moving-target detection shown in figure A-2. and which can be described as
follows: The target of interest is specified 1o possess a spatial profile sp(r) and a temporal
intensity function a(t). In addition, it traverses the imaged terrain at a velocity v. This gives
a stored-target intensity distribution of the form

DETECTOR jrm——eip] Fojhousn INVERSE ME

Hik w)
‘ k) L—p] FOURIER
ARRAY  p==——=B1 TRANSFORM MF TRANSFORM SCENE

Figure A-2, 3-D matched-filter processing procedure.

too
s(r:t) =k a(t) f/ Ih(f -~r')l: SO(f"fO - gt)d:r' ' (A-4)

- o0

with rg being the location of the target at t = 0. Fourier transforming equation A-4 vields

+o0
Sk.w)= [[[ strvexp ik - 1 - it d>rde

+o0 +o0

) . f ’ ' N B ' .‘r.’
///a(t) // SO‘I”IO‘B””“I'I”“'"f’"“i'l“‘*“ oo oa s
oo “oo '

+00 +00
= /f[u(t)so([") f/ th(r-r1"-rg- gt)(: exp --ik - - d-r eXp - -iwt d=r" dt
-~ 00 -0o0

+-00 +00
/// a(t) sq ‘I”) // |h1~r'”)|2 exp - -ik (I"' +I”+£0+‘3“' d=r
- 00 - 00

exp --iwt- d=r' dt

‘ +00
G(lﬁ)exp -1k 1o /f a(t)sO(I")exp -1k 'I'

- 00

R
-ittw +k v d-r'" dt

exp =ik 1o Alw +k + ) S(k) Gik) Ao




::':‘ where

+o0

e Altw)= // altyexp —iwt- dt {A-7)

At . - o0

] +oo
P Sptkr = // sgtr)exp --ik - r: d:r (A-8)
v * - o0

P
o)
ot
I

+o0

) ) . b

// heri-exp --ik = r-d-r (A-9)
-0

")
ol +00
[] Gtk - k) Gk a7k (A-10)
Ay “

" -

sl
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and
+o0
: b
Gotk)= [ heprexp ik -r a7 (A-11)
- 00
The noise tn theoreceived pictures is given by
+o0
nptr:t) = // ngtr-r'o IIHI'J!: der (A-12)
Y “0‘;
,m' This implies that the autocorrelation function tor the received clutter is equal to

ayd Polrv=E ngr:Uingr' + i)

o - +o0
’ ey N - I 1 e 1 ’ [ e ’ it A " e 3 teer
////wh(\r )= k.~n0(5 Srot)ngr -+t + 1ty ther )= d-r"" d-r

.~ 00

By
"

+o0

re h 4 ' ! ' ! ’ " " r b ree h h L h LA
X /// her™ = Eng(rit)ng(r +1" +1r- """ + )} [h(r"D-d-r" d-r'"”
- 0o

+o0
o = //// ICE 12 g+ 17 = 170 Thee)S dor a2 (A-13)
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with

oblr;n=F-nbkrft'»n(')(\r'w*f.t+t'v AT

X The power spectrum of the received clutter is then
L)

19 +o0

/// Qptr.renp -1k Troowt d:rdt

- o0

“)0‘5;&))

v 40
n

= //// /// h‘fu’:c)(’l‘f‘r\r” . Im-“ h(r"'y:
f

~ 30

R - ~ CA-] ol
. exp -1k s r-awt d-rderdrode
Y N
| L]
\]

+o0.
=dgikiw) //// her' = her i enp ok o dortder
-20

y = dgk el Gk Gi-k)

=¢>b4}$:wHGOI5H: (A-100)

M where
(o v}
Xy ’

¢(')(l§:w)= /// obq.n:-xp Il L SR (P d:rdt (\-17

- GO
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G* k) =Gi-k) (A-1R)
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The optimum matched filter for optical target detection is easilv shown to be

Hik S*k:w)
S ' ): ————
., SYTT d ko

{A-19)
by maximizing the received signal-to-noise ratio (

S (E vir:ty: ):
~.:; SNR=—mMm™—————
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PR oChapter Y Substitutine cauations Av-ooand V-6 mto cquation Aty the optimum

heesdmensiong matobed Bt tor mosing tareets s thus

\ ‘;«,'K"'\‘.“V\’

N O N B N i

Foccrm g an cquation V=20 set To zeto so that the otgin of the output plane becomes
Nl Y L
e poat el no transiational ottset between the tiltered and nontiltered images
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